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Figure 8. Illustration of Theorem C.2.
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The mathematical “blueprint”: the Heisenberg-Weyl algebra

• pure state: a pool of n indistinguish-
able particles (of some type X)

• generic operations: remove i parti-
cles of type X from the pool, then add
o particles of type X (with i,o P Zě0)

• elementary operations:
• pick a particle of type X at random and

remove it
• add a particle of type X

ñ basic combinatorics:
• n possible ways to remove a particle
• 1 possible way to add a particle

Nicolas Behr (IRIF Université Paris Diderot & LPTMC Université Paris 6), October 10 2018



The mathematical “blueprint”: the Heisenberg-Weyl algebra

input state transition

outcome possibility 1

outcome possibility 2

outcome possibility n

…
input state o1 o2 on+ + … +( )transition

(a vector) (a vector)

A possibility to encode non-determinism:

map multiple possibilities
of transitions . . .

. . . into “sum of possibilities”

(via employing the notion of a vector space
of states and of transitions as linear
operators on this space)

Nicolas Behr (IRIF Université Paris Diderot & LPTMC Université Paris 6), October 10 2018



The mathematical “blueprint”: the Heisenberg-Weyl algebra

• from the theory of bosonic Fock spaces:

|ny p“ pure state of n particles

• Ansatz: encode the elementary operations in terms of

(representations of) the generators of the

Heisenberg-Weyl algebra:

a |ny :“

$
&
%

n |n´1y if ną 0

0 else

a: |ny :“ |n`1y pně 0q

• canonical commutation relations:

paa:´a:aq |ny “
`
pn`1q´pnq

˘
|ny “ |ny

ô ra,a:s “ aa:´a:a“ 1

input state transition

outcome possibility 1

outcome possibility 2

outcome possibility n

…

input state o1 o2 on+ + … +( )transition

(a vector) (a vector)

Nicolas Behr (IRIF Université Paris Diderot & LPTMC Université Paris 6), October 10 2018



Multi-species variant

• multi-species Heisenberg-Weyl algebra: defined via gener-
ators ai,a

:
j and the canonical commutation relations

rai,ajs “ 0“ ra:i ,a
:
j s , rai,a

:
j s “ δi,j ,

where i, j P t1, . . . ,Nu (with N the number of species)

• pure states:
|ny ” |n1, . . . ,nNy

• canonical representation:

ai |ny :“

$
&
%

ni |n´∆iy if ni ą 0

0 else

a:i |ny :“ |n`∆iy

Nicolas Behr (IRIF Université Paris Diderot & LPTMC Université Paris 6), October 10 2018



Stochastic transition systems and continuous time Markov chain (CTMC) theory

• Standard CTMC theory r1s: one way to describe the

CTMC’s dynamics is to give a probability distribution
(with S the set of pure states)

|Ψptqy :“
ÿ

SPS
pSptq|Sy

of being in one of the pure states (represented by basis

vectors |Sy), and specifying the Master equation (aka

Kolmogorov forward equation)

d
dt
|Ψptqy “ H|Ψptqy ,

where H is the evolution operator.

• How precisely H is determined for a given system will

be intimately related to the concept of

rule algebras in our formalism!

discrete 
state space

set of 
discrete 

transitions

S = {S1, S2, . . .}

T =

⇢
~SI1

⌧1�! ~SO1
, ~SI2

⌧2�! ~SO2
, . . .

�

evolution operator 
H

[1] James R. Norris. Markov Chains. Cambridge Series in Statistical and Probabilistic Mathematics. Cambridge University Press, 1998
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The “stochastic mechanics” viewpoint

Benefits:
D a full-blown formalism r2sr3s aka “stochastic
mechanics” r4s for studying CTMCs:

• Observables O are linear operators under which

each pure state is an Eigenstate,

O|Sy “ ωOpSq|Sy .

• Expectation values of observables are computed

by introducing the “dual projection vector”

x|Sy :“ 1 @S P S ,

such that for any state probability distribution |Ψptqy

E|ΨptqypOq ” xOyptq :“ x|O|Ψptqy .

ñ evolution of expectation values of observables
via Master equation:

d
dt
xOyptq “ xOHyptq .

• Additional property of the evolution operator H:

x|etH |Ψp0qy !
“ 1 ñ x|H “ 0 ,

i.e. H preserves normalizations.

ñ analogue of the Ehrenfest equation of quantum

mechanics:

d
dt
xOyptq “ xrO,Hsyptq ,

where rA,Bs :“ AB´BA is the commutator

[2] M Doi. “Second quantization representation for classical many-particle system”. In: Journal of Physics A: Mathematical and General 9.9 (Sept. 1976), pp. 1465–1477

[3] Nicolas Behr, Vincent Danos, and Ilias Garnier. “Stochastic mechanics of graph rewriting”. In: Proceedings of the 31st Annual ACM-IEEE Symposium on Logic in Computer Science (LICS 2016)
(2016), pp. 46–55

[4] John Baez and Jacob D Biamonte. Quantum Techniques in Stochastic Mechanics. WORLD SCIENTIFIC, May 2017

https://doi.org/10.1088%2F0305-4470%2F9%2F9%2F008
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A first hint at the practical advantages and potential of the framework

• Proposition ( r5s, Prop. 3.35): For linear op-
erators A,B P EndKpV q (with V a K-vector

space) and λ a formal variable,

eλABe´λA “ eadλA B ,

where

adAB :“ rA,Bs “ AB´BA , ad0
AB :“ B .

• Application: suppose H is an evolution

operator, and let

λ ¨O ”
ÿ

i

λiOi

denote a formal linear combination of

observables Oi.

• Define the moment-generating function M pt;λ q
of the CTMC as

M pt;λ q :“
A

eλ ¨OEptq ,

whence formally

”
B

n1
λi1
¨ ¨ ¨B

nk
λik

M pt;λ q
ı ˇ̌
ˇ̌
λÑ0

“ xOn1
i1 ¨ ¨ ¨O

nk
ik yptq .

[5] Brian C. Hall. Lie Groups, Lie Algebras, and Representations. Springer International Publishing, 2015

[6] Nicolas Behr, Vincent Danos, and Ilias Garnier. “Stochastic mechanics of graph rewriting”. In: Proceedings of the 31st Annual ACM-IEEE Symposium on Logic in Computer Science (LICS 2016)
(2016), pp. 46–55
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nk
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Formal all-order moment
evolution equation r6sr7s:

d
dt

M pt;λ q “
Aˇ̌
ˇeλ ¨OH

ˇ̌
ˇΨptq

E

“

Aˇ̌
ˇ
´

eλ ¨OHe´λ ¨O¯eλ ¨O ˇ̌ˇΨptq
E

“

Aˇ̌
ˇ
´

eadλ ¨O H
¯

eλ ¨O ˇ̌ˇΨptq
E
.

[5] Brian C. Hall. Lie Groups, Lie Algebras, and Representations. Springer International Publishing, 2015
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Delbrück’s insight: probability generating functions

Bargmann-Fock
representation r8s

|ny Ø

Nź

i“1

xni
i

a:i Ø x̂i pmultiplication by xiq

ai Ø B
Bxi

pderivation by xiq

• normal-ordering relation: for all formal

power series f ” f px1, . . . ,xNq,
´

x̂i
B
Bxj
´ B
Bxj

x̂i

¯
f “ δi,j f

• probability generating function: given a probabil-

ity distribution |ψy “
ř

ně0 pn |ny,

|ψy Ø Ppxq :“
ÿ

ně0

pnxn

Delbrück r9s

The master equation for a chemical reaction

system with reactions

i ¨X
ri,o
ÝÝá o ¨X

reads in the Bargmann-Fock representation

B
Bt Ppt;xq “

ÿ

i,o

ri,o
`
px̂qo´px̂qi

˘´ B
Bx

¯i
Ppt;xq

[8] V Fock. “Verallgemeinerung und Lösung der diracschen statistischen Gleichung”. In: Zeitschrift für Physik A Hadrons and Nuclei 49.5 (1928), pp. 339–357; Valentine Bargmann. “On a Hilbert space
of analytic functions and an associated integral transform part I”. In: Communications on pure and applied mathematics 14.3 (1961), pp. 187–214

[9] Max Delbrück. “Statistical fluctuations in autocatalytic reactions”. In: The Journal of Chemical Physics 8.1 (1940), pp. 120–124

Nicolas Behr (IRIF Université Paris Diderot & LPTMC Université Paris 6), October 10 2018



A seminal result on normal-ordering techniques

Theorem r10s

Let H be a semi-linear operator (in the Bargmann-Fock basis for N species),

H “ vpx̂q`
Nÿ

i“0

qipx̂q Bxi ,

with qipx̂q and vpx̂q some functions in the operators x̂i. Let Fp0;xq be an entire function in the indetermi-

nates xi. Define the formal power series (with formal variable λ )

Fpλ ;xq :“ eλH Fp0;xq .

Then Fpλ ;xq may be expressed in closed form as follows:

Fpλ ;xq “ gpλ ;xqF
`
0;Tpλ ;xq

˘
,

$
&
%
B
Bλ Tipλ ;xq “ qipTpλ ;xqq , Tip0;xq “ xi

lngpλ ;xq “
şλ
0 vpTpκ;xqqdκ

Moreover, eλH induces a one-parameter group of transformations due to

Tpλ `µ;xq “ Tpµ;Tpλ ;xqq , gpλ `µ;xq “ gpλ ;xqgpµ;Tpλ ;xqq ,

[10] G. Dattoli et al. “Evolution operator equations: Integration with algebraic and finite-difference methods: Applications to physical problems in classical and quantum mechanics and quantum field
theory”. In: Riv. Nuovo Cim. 20N2 (1997), pp. 1–133; P Blasiak et al. “Boson normal ordering via substitutions and Sheffer-Type Polynomials”. In: Physics Letters A 338.2 (2005), pp. 108–116



Result: exact actions of evolution semi-groups

From r11s:

Table 3 Closed-form results for the time-dependent probability generating functions P(t;x) for reaction systems of N species with a single
non-binary elementary reaction; here, S1, . . . ,SN denote the N different species, while Di (i 2 {1, . . . ,N} denotes the N-vector with coordinates
(Di) = di, j.

reaction H = q(x) ·∂x + v(x) P(t;x) = g(t;x)P(0;T (t;x) comments

/0 a
* Si a (x̂i �1) Pois(at;xi) ·P(0;x) Pois(µ;x) := eµ(x�1)

/0 a
* Si +S j a (x̂ix̂ j �1)

�
eat(xix j�1)

�
·P(0;x) (Poisson distribution, 0  µ < •)

Si
a
* /0 a (1� x̂i)

∂
∂xi

P(0;x+(�xi +Bern(e�at ;xi))Di) Bern(µ;x) := (1�µ)+ xµ

Si
a
* S j (i 6= j) a (x̂ j � x̂i)

∂
∂xi

P(0;x+(�xi +(x j(1� e�at)+ xie�at)Di) (Bernoulli distribution, 0  µ  1)

Si
a
* 2Si a

�
x̂2

i � x̂i
� ∂

∂xi
P(0;x+(�xi +Geom(e�at ;xi))Di) Geom(µ;x) := xµ

1�x(1�µ)

Si
a
* Si +S j (i 6= j) a (x̂ix̂ j � x̂i)

∂
∂xi

P(0;x+(�xi + xiPois(at;x j)))Di) (Geometric distribution, 0 < µ  1)

Si
a
* S j +Sk (i 6= j 6= k) a (x̂ jx̂k � x̂i)

∂
∂xi

P(0;x+(�xi + x jxk(1� e�at)+ xie�at)Di)

17

[11] Nicolas Behr, Gerard HE Duchamp, and Karol A Penson. “Combinatorics of Chemical Reaction Systems”. In: arXiv:1712.06575 (2017)
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On the evolution equation for the moment generating functions r10s

• Well-known fact: there exists a change of variables

M pt;λ q “ Ppt;eλ q

that allows to determine the moment generating function M pt;λ q directly from Ppt;xq (i.e. xi Ñ eλi )

• Idea: apply this change of variables also to Delbrück’s evolution equation

B
Bt Ppt;xq “

ÿ

i,o

ri,o
`
px̂qo´px̂qi

˘´ B
Bx

¯i
Ppt;xq

Moment generating function evolution equation ( r11s, Theorem 5)

B
Bt M pt;λ q “ Dpλ ,Bλ qM pt;λ q

Dpλ ,Bλ q “
ÿ

i,o

ri,o

´
eλ ¨po´iq´1

¯ iÿ

k“0

s1pi,kq
´ B
Bλ

¯k

s1pi,kq :“
ź

jPS
s1pij,kjq ,

with S the set of species, and with s1pi,kq denoting the (signed) Stirling numbers of the first kind.

[10] Nicolas Behr, Gerard HE Duchamp, and Karol A Penson. “Combinatorics of Chemical Reaction Systems”. In: arXiv:1712.06575 (2017)

Nicolas Behr (IRIF Université Paris Diderot & LPTMC Université Paris 6), October 10 2018
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Combinatorics of chemical reaction systems

Nicolas Behra, Gérard H. E. Duchampb and Karol A. Pensonc

We propose a concise stochastic mechanics framework for chemical reaction systems that allows to formu-
late evolution equations for three general types of data: the probability generating functions, the exponential
moment generating functions and the factorial moment generating functions. This formulation constitutes
an intimate synergy between techniques of statistical physics and of combinatorics. We demonstrate how to
analytically solve the evolution equations for all six elementary types of single-species chemical reactions
by either combinatorial normal-ordering techniques, or, for the binary reactions, by means of Sobolev-
Jacobi orthogonal polynomials. The former set of results in particular highlights the relationship between
infinitesimal generators of stochastic evolution and parametric transformations fo probability distributions.
Moreover, we present exact results for generic single-species non-binary reactions, hinting at a notion of
compositionality of the analytic techniques.

1 Introduction

Intended as an invitation to interdisciplinary re-
searchers and in particular to combinatorists, we
present in this work an extension of the early work
of Dellbrück [1] on probability generating func-
tions for chemical reaction systems to a so-called
stochastic mechanics framework. While the idea
to study chemical reaction systems in terms of
probability generating functions is thus not new and
on the contrary one of the standard techniques of
this field (see e.g. [2] for a historical overview), we
believe that the reformulation of these techniques in
terms of the stochastic mechanics formalism could
lead to fruitful interaction of a broader audience
of theoretical researchers. In the spirit of the ideas
presented by M. Doi in his seminal paper [3], the
main motivation for such a reformulation lies in a

a Institut de Recherche en Informatique Fondamentale (IRIF),
Université Paris-Diderot (Paris 07), France; E-Mail: nico-
las.behr@irif.fr
b Laboratoire d’Informatique de Paris-Nord (LIPN), Institut
Galilée, CNRS UMR 7030, Université Paris 13, Sorbonne
Paris Cité, Villetaneuse, France; E-Mail: ghed@lipn.univ-
paris13.fr
c Laboratoire de Physique Theorique de la Matière Condensée
(LPTMC), CNRS UMR 7600, Sorbonne Universités, Univer-
sité Pierre et Marie Curie (Paris 06), France; E-Mail: pen-
son@lptl.jussieu.fr

clear conceptual separation of (i) the state space of
the system and (ii) the linear operators implement-
ing the evolution of the system. Combined with
insights obtained in a recent study of stochastic
graph rewriting systems [4–6], one may add to
this list (iii) the linear operators that implement
observable quantities such as moments of number
counts on states. It is only through combining this
Ansatz with the standard notions of combinatorial
generating functions that we find the true strengths
of the stochastic mechanics approach: providing
an avenue to obtain exact solutions to dynamical
evolution equations. Combinatorists will recognize
in our formulation of evolution equations intrinsic
notions of normal-ordering problems, and indeed
certain semi-linear normal-ordering techniques [7–
10] will prove immensely fruitful in this direction.
Chemists and other practitioners might appreciate
that our solutions not only provide asymptotic
information on the time-evolution of the reaction
systems, but on the contrary full information on
the evolution of reaction systems from any initial
state at time t = 0 to any desired time t = T (with
T > 0). While many individual results on such
time-evolutions are known in the literature [2, 11],
we hope that our concise formalism may help to
consolidate the knowledge on the mathematical
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Fig. 2 Discrete probability distributions for initial state |Y(0)i = |100i and for individual elementary reactions.
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Fig. 3 First three cumulants ci(t) and discrete probability distributions for initial state |Y(0)i = |100i and systems of

non-binary elementary reactions.
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a) Mean number of particles at time t = 1
b) Variance of number of particles at time t = 1

c) Mean number of particles at time t = 4
d) Variance of number of particles at time t = 4

e) Mean number of particles at time t = 16
f) Variance of number of particles at time t = 16

Fig. 4 Ternary parameter dependence plot for a reaction system composed of birth, pair creation and decay

reactions, for initial state |Y(0)i = |100i.

32



stochastic 
rewriting

systems

analytical 
combinatorics statistical 

physics

CTMCs and 
chemical 

reaction systemsrule 
algebra 

framework

Nicolas Behr (IRIF Université Paris Diderot & LPTMC Université Paris 6), October 10 2018



Overview: the DPO rule algebra framework r11s r12s

1 DPO rewriting: data types

basic structure:
a finitary extensive,
adhesive category

objects “ possible
configurations/

states

monomorphisms
“ possible

subobject relations

spans of monos
“ possible

transitions/(linear)
rewriting rules

FinSet, FinGraph,. . .

r ” pO oÐÝâ K
iãÝÑ Iq

[11] Nicolas Behr and Pawel Sobocinski. “Rule Algebras for Adhesive Categories”. In: 27th EACSL Annual Conference on Computer Science Logic (CSL 2018). Ed. by Dan Ghica and Achim Jung.
Vol. 119. Leibniz International Proceedings in Informatics (LIPIcs). Dagstuhl, Germany: Schloss Dagstuhl–Leibniz-Zentrum fuer Informatik, 2018, 11:1–11:21

[12] Nicolas Behr, Vincent Danos, and Ilias Garnier. “Combinatorial Conversion and Moment Bisimulation for Stochastic Rewriting Systems”. In: arXiv preprint 1904.07313 (2019)

Nicolas Behr (IRIF Université Paris Diderot & LPTMC Université Paris 6), October 10 2018
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Overview: the DPO rule algebra framework r11s r12s

2 DPO-type rule algebra

RC – K-vector space
spanned by basis vectors
δprq ” δpO oÐÝ K

iÝÑ Iq

composition on RC:
δpr2q ˚RC δpr1q :“ ř

m δpr2
mđ r1q

rule algebra:
RC ” pRC, ˚RCq

canonical representation:
ρC : RC Ñ EndKpĈq

such that
ρpδpr2qqρpδpr1qq “ ρpδpr2q ˚RC δpr1qq

state space:
Ĉ :“ spanKpt|Xy | X P objpCq–uq

m – matches
.

.
đ . – DPO rule composition
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Overview: the DPO rule algebra framework r11s r12s

3 stochastic DPO rewriting systems

set of transitions
with base rates:

!´
κj ,

´
Oj

ojÐÝâ Kj
ijãÝÑ Ij

¯¯)
jPJ

infinitesimal generator
of a CTMC:

H “ ř
jPJ

κj

ˆ
ρC

ˆ
δpOj

ojÐÝâ Kj
ijãÝÑ Ijq

˙

´ρC

ˆ
δpIj

ijÐÝâ Kj
ijãÝÑ Ijq

˙˙

evolution equation:

d
dt “ H |Ψptqy

|Ψptqyloomoon
PProbpCq

“
ÿ

XPobjpCq–

pXptq |Xy
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Overview: the DPO rule algebra framework r11s r12s

1 DPO rewriting: data types
2 DPO-type rule algebra

3 stochastic DPO rewriting systems

basic structure:
a finitary extensive,
adhesive category

objects “ possible
configurations/

states

monomorphisms
“ possible

subobject relations

spans of monos
“ possible

transitions/(linear)
rewriting rules

FinSet, FinGraph,. . .

r ” pO oÐÝâ K
iãÝÑ Iq

RC – K-vector space
spanned by basis vectors
δprq ” δpO oÐÝ K

iÝÑ Iq

composition on RC:
δpr2q ˚RC δpr1q :“ ř

m δpr2
mđ r1q

rule algebra:
RC ” pRC, ˚RCq

canonical representation:
ρC : RC Ñ EndKpĈq

such that
ρpδpr2qqρpδpr1qq “ ρpδpr2q ˚RC δpr1qq

state space:
Ĉ :“ spanKpt|Xy | X P objpCq–uq

m – matches
.

.
đ . – DPO rule composition

set of transitions
with base rates:

!´
κj ,

´
Oj

ojÐÝâ Kj
ijãÝÑ Ij

¯¯)
jPJ

infinitesimal generator
of a CTMC:

H “ ř
jPJ

κj

ˆ
ρC

ˆ
δpOj

ojÐÝâ Kj
ijãÝÑ Ijq

˙

´ρC

ˆ
δpIj

ijÐÝâ Kj
ijãÝÑ Ijq

˙˙

evolution equation:

d
dt “ H |Ψptqy

|Ψptqyloomoon
PProbpCq

“
ÿ

XPobjpCq–

pXptq |Xy
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Background: adhesive and extensive categories

Adhesive and extensive categories (cf. r13s, Def. 3.1 ff)

A category C is said to be adhesive if

(i) C has pushouts along monomorphisms,

(ii) C has pullbacks, and if

(iii) pushouts along monomorphisms are van Kampen (VK) squares.

If C in addition possesses a strict initial object X∅ P obpCq, i.e. an object s.th. @X P obpCq : D!mX :
X∅ ãÑ X, the category is said to be extensive.

• Examples r13s:
• Set, the category of (finite) sets and set functions
• Graph, the category of (finite) directed multigraphs and graph homomorphisms (and also colored/typed

graphs, attributed graphs, hypergraphs,. . . )
• any presheaf topos and any elementary topos r14s

• Note: One might further generalize by considering quasi-adhesive categories (see r13s, r15s).

[13] Stephen Lack and Paweł Sobociński. “Adhesive and quasiadhesive categories”. In: RAIRO-Theoretical Informatics and Applications 39.3 (2005), pp. 511–545

[14] Stephen Lack and Paweł Sobociński. “Toposes are adhesive”. In: Graph Transformations, Third International Conference, (ICGT 2006). Vol. 4178. LNCS. Springer, 2006, pp. 184–198

[15] Richard Garner and Stephen Lack. “On the axioms for adhesive and quasiadhesive categories”. In: Theor. App. Categories 27.3 (2012), pp. 27–46

Nicolas Behr (IRIF Université Paris Diderot & LPTMC Université Paris 6), October 10 2018



Brief comments on abstract category-theoretical structures:

• pushout (PO) along monomorphisms in the category Set:

A

B C

D

PO Interpretation:
A ´ intersection of B and C in D
D ´ union of B and C along A

• pushout complement (POC) of DÐâ BÐâ A: a set C and monomorphisms DÐâ CÐâ A such that the

square ˝pABDCq is a pushout

• pullback (PB) along monomorphisms in the category Set:

A

B C

D

PB Interpretation: A ´ intersection of B and C in D

Nicolas Behr (IRIF Université Paris Diderot & LPTMC Université Paris 6), October 10 2018



Brief comments on abstract category-theoretical structures:

• from r16s:

Definition 1. A van Kampen square is a pushout di-
agram as in Fig 1 which satisfies the following condi-
tion:

– for any commutative cube, as illustrated, of which
Fig 1 forms the bottom face and the back faces are
pullbacks: the front faces are pullbacks i↵ the top
face is a pushout.

C 0
m0

ttiiiiiiiii f 0

%%KKK

c

✏✏

A0

a

✏✏

g0 %%KKK
B0

b

✏✏

n0ttiiiiiiiii

D0

d
✏✏

Cm
iiii

ttiiii
f

%%KKK
K

A
g %%KKK
K B

nttiiiiiiiii

D

The following lemma shows that, in categories with pushouts and pullbacks,
van Kampen squares paste together to give van Kampen squares.

Lemma 2. Consider the illustrated commutative diagram
in a category with pushouts and pullbacks. If (1) and (2)
are van Kampen then so is (1)+(2).

·
(1)

//

✏✏

·
(2)

✏✏

// ·

✏✏· // · // ·

Proof. Straightforward; in order to show that the combined pushout is stable
under pullback it su�ces to break up a cube into two cubes, using the existence
of pullbacks. Conversely, a cube with its top face a pushout, can be split into
two using the existence of pullbacks and pushouts. ut

We shall now recall an equivalent definition of van Kampen squares which
will be useful for the purposes of this paper. The reader is referred to [12] for
the proof that the definitions are equivalent. The alternative definition is stated
by saying that a certain functor, induced by the diagram in Fig 1, is required to
be an equivalence of categories. We begin by defining the codomain category of
the functor.

Definition 3. Let C/A ⇥C/C C/B denote the category
with objects commutative diagrams of pullbacks, as illus-
trated, and arrows the obvious morphisms between such di-
agrams.

A0

a
✏✏

C 0m0
oo f 0

//

c
✏✏

B0

b
✏✏

A Cm
oo

f
// B

For a morphism u : U ! V we shall write u⇤ : C/V ! C/U for the functor
given by pulling back along u. Referring to Fig 1, the functors n⇤ and g⇤ induce
a functor

Pb : C/D ! C/A ⇥C/C C/B.

Using the functor Pb, we can define the property of square (1) being van
Kampen as follows:

Definition 4. The pushout diagram of Fig 1 is said to be van Kampen whenever
one of the following equivalent conditions holds:

(i) Pb is an equivalence of categories;

4

[16] Stephen Lack and Paweł Sobociński. “Toposes are adhesive”. In: Graph Transformations, Third International Conference, (ICGT 2006). Vol. 4178. LNCS. Springer, 2006, pp. 184–198

Nicolas Behr (IRIF Université Paris Diderot & LPTMC Université Paris 6), October 10 2018



Brief comments on abstract category-theoretical structures:

from r17s: in an adhesive category C, for every object Z P obpCq one may define the subobject lattice SubpZq
via defining a preorder on the monomorphisms x : X ãÑ Z (with x ă y if there exists some monomorphism

i : X ãÑ Y such that y“ i˝ x)

Corollary 5.2 of r17s

The lattice SubpZq is distributive.

Proof: It is easy to verify that the front and back faces of the cube below are pullbacks. Because the

bottom face is a pushout, we use adhesivity in order to conclude that the top face is a pushout, which in

turn implies that AXpBYCq “ pAXBqYpAXCq. ˝

TITLE WILL BE SET BY THE PUBLISHER 17

in C. Let c :C! Z be the unique map satisfying cu= a and cv= b. We shall show that c
is a monomorphism, and so that C is the coproduct A[B in Sub(Z) of A and B. Suppose
then that f ,g : K!C satisfy c f = cg. Form the following pullbacks

L1
f1

✏✏

l1
// K

f
✏✏

L2
l2

oo

f2
✏✏

A u
// C Bv

oo

M1
g1

✏✏

m1
// K

g
✏✏

M2
m2

oo

g2
✏✏

A u
// C Bv

oo

N11
m11

//

l11
✏✏

M1
m1

✏✏

N12
l12

✏✏

m12
oo

L1
l1

// K L2
l2

oo

N21

l21
OO

m21
// M2

m2
OO

N22

l22
OO

m22
oo

and note that each of the following pairs are the coprojections of a pushout, hence each
pair is jointly epimorphic: (l1, l2), (m1,m2), (m11,m12), and (m21,m22). We are to show
that f = g; to do this, it will suffice to show that fm1 = gm1 and fm2 = gm2; we shall
prove only the former, leaving the latter to the reader. To show that fm1 = gm1 it will in
turn suffice to show that fm1m11 = gm1m11 and fm1m12 = gm1m12.
First note that a f1l11 = cu f1l11 = c f l1l11 = cgl1l11 = cgm1m11 = cug1m11 = ag1m11, so

that f1l11 = g1m11 since a is monic; thus fm1m11 = f l1l11 = u f1l11 = ug1m11 = gm1m11
as required.
On the other hand, b f2l12 = cv f2l12 = c f l2l12 = cgl2l12 = cgm1m12 = cug1m12 =

ag1m12, so by the universal property of the pullback A\B, there is a unique map h :
N12 ! A\B satisfying ph = g1m12 and qh = f2l12. Now fm1m12 = f l2l12 = v f2l12 =
vqh = uph = ug1m12 = gm1m12, and so fm1 = gm1 as claimed. As promised, we leave
the proof that fm2 = gm2 to the reader, and deduce that f = g, so that c is monic. ⇤

Since pushouts are stable it follows that intersections distribute over unions:

Corollary 5.2. The lattice Sub(Z) is distributive.

Proof. It is easy to verify that the front and back faces of the cube below are pullbacks.
Because the bottom face is a pushout, we use adhesivity in order to conclude that the top
face is a pushout, which in turn implies that A\ (B[C) = (A\B)[ (A\C).

A\B\C
rrd

d

d

d

d

d

d

d

d

d

d

d

d

d

**

U

U

U

U

✏✏

A\B

✏✏

**

U

U

U

A\C

✏✏

rrd

d

d

d

d

d

d

d

d

d

d

d

d

d

A\ (B[C)

✏✏

B\C
d

d

d

d

d

d

d

d

rrd

d

d

d

d

d

d

d

d

**

U

U

U

U

U

U

U

B
**

U

U

U

U

U

U

U C
rrd

d

d

d

d

d

d

d

d

d

d

d

d

d

d

d

d

d

B[C

⇤
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DPO rewriting in extensive categories

Rewriting an object with a rule applied at a match (cf. r18s, Def. 7.3)

Fix an extensive category C. Let

• X P obpCq be an object,

• r ” pO o
ÐÝâ K i

ãÝÑ Iq a (linear) rule, denoted r P LinpCq (with Input I, Kontext K and Output O)

• m : I ãÑ X a monomorphism.

Then m is called an admissible match, denoted

m PMrpXq ,

if and only if the diagram below is constructible˚:

O K I

rmpXq K1 X

o

2 1

i

m
1 pushout complement (˚ might fail to exist!)
2 pushout (which always exists!)

In that case, rmpXq is referred to as the rewrite of X with rule r along the match m.

[18] Stephen Lack and Paweł Sobociński. “Adhesive and quasiadhesive categories”. In: RAIRO-Theoretical Informatics and Applications 39.3 (2005), pp. 511–545



Composition of linear rules in DPO rewriting

Sequential composite of linear rules along a match (compare r19s, Sec. 3)

Fix an extensive category C. Let

• rj ” pOj
oj
ÐÝâ Kj

ij
ãÝÑ Ijq (j“ 1,2) be two (linear) rules, and let

• µ ” pI1
m12
ÐÝÝâ M12

m21
ãÝÝÑ O2q be a span of monomorphisms.

µ is called an admissible match, denoted µ P r1 , r2, if and only if the diagram below (where all arrows

are monomorphisms) is constructible:

K12

O12 K11 Y12 K12 I12

O1 K1 I1 M12 O2 K2 I2

o12

“

i12

“PB

o1 i1

PO POC

m12 m21

PO POC

o2 i2

PO

Then the rule r1
µ
đ r2 ” pO12

o12
ÐÝâ K12

i12
ãÝÑ I12q is referred to as composite of r1 with r2 along the

match µ .

[19] Nicolas Behr and Pawel Sobocinski. “Rule Algebras for Adhesive Categories”. In: 27th EACSL Annual Conference on Computer Science Logic (CSL 2018). Ed. by Dan Ghica and Achim Jung.
Vol. 119. Leibniz International Proceedings in Informatics (LIPIcs). Dagstuhl, Germany: Schloss Dagstuhl–Leibniz-Zentrum fuer Informatik, 2018, 11:1–11:21



DPO-type rule algebras r19s

Let C be an extensive category, and denote by LinpCq the set of linear rules. Define the free K-vector
space

RC :“ spanK

´ 
δ prq

ˇ̌
r ” pO o

ÐÝâ K i
ãÝÑ Iq P LinpCq

(¯
pfor K a field, e.g. K“ R,Cq .

Then RC equipped with the bilinear multiplication law,

˚RC : RCˆRC ÑRC : pδ pr1q,δ pr2qq ÞÑ

$
&
%

0RC if pr1 , r2q “∅
ř

µPpr1,r2q δ pr1
µ
đ r2q otherwise

is an associative unital algebra, referred to as DPO-type rule algebra over C,

with unit for ˚RC given by δ pr∅q :“ δ p∅Ðâ∅ ãÑ∅q.

[19] Nicolas Behr and Pawel Sobocinski. “Rule Algebras for Adhesive Categories”. In: 27th EACSL Annual Conference on Computer Science Logic (CSL 2018). Ed. by Dan Ghica and Achim Jung.
Vol. 119. Leibniz International Proceedings in Informatics (LIPIcs). Dagstuhl, Germany: Schloss Dagstuhl–Leibniz-Zentrum fuer Informatik, 2018, 11:1–11:21



Canonical representations of DPO-type rule algebras r19s

Let C be an extensive category, and define Ĉ as the free K-vector space spanned by isomorphism
classes of objects of C,

Ĉ :“ spanK
` 
|Xy

ˇ̌
X P obpCq–

(˘
.

Then the canonical representation ρC of RC is defined as

ρC : RC Ñ EndKpĈq : ρCprq |Xy :“

$
&
%

0Ĉ if MrpXq “∅
ř

mPMrpXq |rmpxqy otherwise.

[19] Nicolas Behr and Pawel Sobocinski. “Rule Algebras for Adhesive Categories”. In: 27th EACSL Annual Conference on Computer Science Logic (CSL 2018). Ed. by Dan Ghica and Achim Jung.
Vol. 119. Leibniz International Proceedings in Informatics (LIPIcs). Dagstuhl, Germany: Schloss Dagstuhl–Leibniz-Zentrum fuer Informatik, 2018, 11:1–11:21



Stochastic rewriting systems as
continuous-time Markov chains (CTMCs) r20s r21s

Input: ¨ a set of linear rules with base rates tpκj,rj ” pOj
oj
ÐÝâ Kj

ij
ãÝÑ IjqujPJ (with κj P Rą0) and

¨ an initial state |Ψ0y P ProbpCq (Ð probability distributions over the state space Ĉ)

Output: a CTMC with time-dependent state |Ψptqy P ProbpCq and evolution equation (with

t ě 0)
d
dt |Ψptqy “ H |Ψptqy , |Ψp0qy “ |Ψ0y

H “
ÿ

jPJ

κj

ˆ
ρC

ˆ
δ pOj

oj
ÐÝâ Kj

ij
ãÝÑ Ijq

˙
´ρC

ˆ
δ pIj

ij
ÐÝâ Kj

ij
ãÝÑ Ijq

˙˙

[22] Nicolas Behr, Vincent Danos, and Ilias Garnier. “Stochastic mechanics of graph rewriting”. In: Proceedings of the 31st Annual ACM-IEEE Symposium on Logic in Computer Science (LICS 2016)
(2016), pp. 46–55
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Observables “ diagonal linear operators on Ĉ r18s r19s

For all I P obpCq and i : K ãÑ I P morpCq, the operators O i
I :“ ρCpδ pI

i
ÐÝâ K i

ãÝÑ Iqq
are diagonal operators on Ĉ, by virtue of the symmetry of the diagram below (if it is constructible):

I K I

rmpXq “ X K1 X

i

2 1

i

m
1 pushout complement (might fail to exist!)
2 pushout (which always exists!)

[20] Nicolas Behr, Vincent Danos, and Ilias Garnier. “Stochastic mechanics of graph rewriting”. In: Proceedings of the 31st Annual ACM-IEEE Symposium on Logic in Computer Science (LICS 2016)
(2016), pp. 46–55

[21] Nicolas Behr and Pawel Sobocinski. “Rule Algebras for Adhesive Categories”. In: 27th EACSL Annual Conference on Computer Science Logic (CSL 2018). Ed. by Dan Ghica and Achim Jung.
Vol. 119. Leibniz International Proceedings in Informatics (LIPIcs). Dagstuhl, Germany: Schloss Dagstuhl–Leibniz-Zentrum fuer Informatik, 2018, 11:1–11:21



Key result: Combinatorial Conversion Theorem r22s r23s

• define the “dual projection vector” x| : ĈÑ K via @X P obpCq : x|Xy :“ 1R

ñ Consequence: so-called jump-closure, whereby for all linear rules pO o
ÐÝâ K i

ãÝÑ Iq P LinpCq one finds that

x|ρC

´
δ
´

O o
ÐÝâ K i

ãÝÑ I
¯¯
” x|ρC

´
δ
´

I i
ÐÝâ K i

ãÝÑ I
¯¯
” x|O i

I .

A stronger notion of closure: polynomial jump closure

Consider a stochastic rewriting system with evolution operator H. Then we refer to a set O of connected
observables,

O“ tOj ” O
rj
Mj
” ρpMj

rj
ÐÝâ Kj

rj
ãÝÑMjqujPJ ,

for some (possibly countably infinite) index set J as polynomially jump-closed if and only if it satisfies

the polynomial jump closure pPJCq condition

pPJCq @n P Zą0 : DNpnq PN|J|0 ,γnpλ ;kq P R : x|ad˝n
λ ¨OH “

Npnqÿ

k“0

γnpλ ;kqx|Ok .
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[23] Nicolas Behr, Vincent Danos, and Ilias Garnier. “Combinatorial Conversion and Moment Bisimulation for Stochastic Rewriting Systems”. In: arXiv preprint 1904.07313 (2019)
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Key result: Combinatorial Conversion Theorem r22s r23s
A stronger notion of closure: polynomial jump closure

pPJCq @n P Zą0 : DNpnq PN|J|0 ,γnpλ ;kq P R : x|ad˝n
λ ¨OH “

Npnqÿ

k“0

γnpλ ;kqx|Ok .

Combinatorial Conversion Theorem

For a polynomially jump-closed set of connected observables O“tOjujPJ of a system with evolution

operator H, the evolution equation for the EGF M pt;λ q of the moments of the observables O may be

converted from its explicit expression in the observables Oj into a partial differential equation of

M pt;λ q itself w.r.t. the formal parameters tλjujPJ :

B
Bt M pt;λ q “ Dpλ ,Bλ qM pt;λ q , Dpλ ,Bλ q “

¨
˝
”
x|

´
eadλ ¨O H

¯ı ˇ̌
ˇ̌
OjÑ B

Bλj

˛
‚|∅y .

Here, in the definition of the differential operator D, we have made use of the assumption of polynomial

jump-closure in converting the expression in square brackets into x| applied to a formal series in the Oj.

[22] Nicolas Behr and Pawel Sobocinski. “Rule Algebras for Adhesive Categories”. In: 27th EACSL Annual Conference on Computer Science Logic (CSL 2018). Ed. by Dan Ghica and Achim Jung.
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Key result: Moment Bisimulations r24s

Definition of Moment Bisimulations

Consider two systems with evolution operators Hi and two equinumerous sets Oi of connected graph
observables polynomially jump-closed w.r.t. Hi, respectively (i P 1,2). Denote by f : O1

–
ÝÑ O2 a

bijection of the two sets of observables. Then the pairs pH1,O1q and pH2,O2q are said to be moment
bisimilar (via f ) if the moment bisimilarity pMBq condition holds:

pMBq

¨
˝
”
x|

´
eadλ ¨O H1

¯ı ˇ̌
ˇ̌
OiÑ B

Bλi

˛
‚|∅y “

¨
˝
”
x|

´
eadλ ¨fpOqH2

¯ı ˇ̌
ˇ̌
f pOiqÑ B

Bλi

˛
‚|∅y .

Then by virtue of the Combinatorial Conversion Theorem,

B
Bt M1pt;λ q “ B

Bt M̃2pt;λ q , M̃2pt;λ q :“ x|eλ ¨f pOq
|Ψ2ptqy ,

and whence for choices of initial states |Ψ1p0qy P ProbpC2q, |Ψ2p0qy P ProbpC2q such that

M1p0;λ q “ M̃2p0;λ q one finds that M1pt;λ q “ M̃2pt;λ q for all t ě 0 (if the solution exists).
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Key result: The Discrete Moment Bisimulation Theorem r25s
Idea: consider moment bisimulations between some generic stochastic rewriting system (SRS) and a discrete SRS – we will

see some explicit examples in a moment!

The Discrete Moment Bisimulation Theorem

Let H “
ř

kPK κkpρCphkq´OCphkqq be the evolution operator of a SRS, and let O “ tOjujPJ be a polynomially
jump-closed set of observables for H. Suppose the following two conditions (amounting to the discrete moment
bisimulation pDMBq condition) are verified:

pDMBq

piq @j P J,k P K : Dηj,k P Z : adOjpρCphkqq “ ηj,kρCphkq

piiq @k P K : Dαk P R, `k PN|J|0 : x|ρCphkq “ αk

`kÿ

n“0

¨
˝ź

j

s1pp`jqi;njq

˛
‚x|On .

Then for every isomorphism F : J –
ÝÑ C from J to a set of vertex colors C , denoting by Odiscr :“ tn̂cucPC a set

of discrete connected graph observables (with n̂c P Odiscr counting vertices of color c P C ) and by Hdiscr the

evolution operator of a discrete SRS of discrete graphs (P obpG0q) with vertices of colors C defined as

Hdiscr :“
ÿ

kPK

αkκk

´
ρG0

´
δ
´
‚
pη

k
``kqÐâ∅ ãÑ‚`k

¯¯
´ρG0

´
δ
´
‚`k Ðâ∅ ãÑ‚`k

¯¯¯
, ηkj

:“ ηj,k .

the pair pH,Oq is moment bisimilar to pHdiscr,Odiscrq via the isomorphism f pOjq :“ n̂Fpjq.
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Application examples of the
stochastic mechanics framework for
graph rewriting systems



Comparison to normal-ordering style approaches to combinatorics

Some relevant results of r26s:

• Fact: The only elementary observables (« connected motif observables in the general setting) are the

number operators n̂i (one for each species i),

n̂i :“ a:i ai , n̂i |ny “ ni |ny pi PI q .

• Fact: The jump-closure property specializes to (where xy :“ xy1
1 xy2

2 ¨ ¨ ¨ )

x|pa:qras “ x|pa:qsas “

sÿ

k“0

s1ps;kqx| n̂k ps1ps;kq – Stirling numbers of the 1st kindq .

ñ the Combinatorial Conversion Theorem entails that there always exists a full closure

B

Bt
M pt;λ q ”

B

Bt

A
eλ ¨n̂Eptq “ Dpλ ,Bλ qM pt;λ q

without additional assumptions on the discrete rewriting system.

• This is in stark contrast to generic rewriting systems, where we typically have no Ansatz to determine

interesting subsets of observables, and where closure is a delicate algebraic structure!

[26] Nicolas Behr, Gerard HE Duchamp, and Karol A Penson. “Combinatorics of Chemical Reaction Systems”. In: arXiv:1712.06575 (2017)

https://arxiv.org/abs/1712.06575


Notational convention: rule diagrams

• An inconvenience: in practice, explicitly providing the structure of a linear rule r” pO o
ÐÝâ K i

ãÝÑ Iq P LinpCq
is notationally somewhat cumbersome. . .

• Idea: a span of monomorphisms such as pO o
ÐÝâ K i

ãÝÑ Iq encodes a partial morphism O r
àÝ I, whence it is a

lot easier to represent r by the graph of this partial function, which we call rule diagrams r27s r28s.

Notational convention for the special case of linear rules of graphs

Let G denote the category of finite directed vertex- and edge-colored multigraphs. Then a linear

rule r ” pO r
àÝ Iq P LinpGq is represented by its rule diagram, where I is drawn at the bottom, O at

the top, and where the internal structure of the partial map r is represented by dotted lines. We will

also simplify the notation further by dropping the symbol δ (for elements δ prq of the rule algebra) when

writing the diagrams.

Example:

[27] Nicolas Behr, Vincent Danos, and Ilias Garnier. “Stochastic mechanics of graph rewriting”. In: Proceedings of the 31st Annual ACM-IEEE Symposium on Logic in Computer Science (LICS 2016)
(2016), pp. 46–55

[28] Nicolas Behr, Vincent Danos, Ilias Garnier, and Tobias Heindel. “The algebras of graph rewriting”. In: arXiv:1612.06240 (2016)

Nicolas Behr (IRIF Université Paris Diderot & LPTMC Université Paris 6), October 10 2018

https://arxiv.org/abs/1612.06240


On the non-triviality of semi-linear processes: a variant of the Voter Model

Definition r29s:

Consider a model defined on a state space of bi-colored graphs (with white ˝ and black ‚ vertices,

say), and with the following two transitions:Voter Model illustrations

Here, the vertices marked b can be of either black or white color. The corresponding evolution
operator H reads explicitly (with ρ ” ρG)

H :“ ρphVMq´OphVMq

hVM :“ κ0h0`κ1h1 , h0 :“ ` , h1 :“ ` .

Consider the edge observables:

O00 :“ 1
2 ρ

¨
˝

˛
‚, O11 :“ 1

2 ρ

¨
˝

˛
‚, O01 :“ ρ

¨
˝

˛
‚.

[29] Nicolas Behr, Vincent Danos, and Ilias Garnier. “Combinatorial Conversion and Moment Bisimulation for Stochastic Rewriting Systems”. In: arXiv preprint 1904.07313 (2019)

https://arxiv.org/abs/1904.07313


On the non-triviality of semi-linear processes: a variant of the Voter Model

Evolution of means and (co-)variances of the edge observables

Starting from a pure state |Ψp0qy “ |G0y with initial counts NX and parameters chosen as (with

NV “ N0`N1)

κ0 “
1
30

, κ1 “
1

10
,
`
NV ,N0,N00,N01,N11

˘
“
`
100,80,20,20,20

˘
,

one obtains the following analytical results:
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Expectation valus of the edge observables for the Voter Model
(with parameters nV=100,n0=80, nEij=20;

κ0=1/30, κ1=1/10)
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covar('00,'01)(t)

covar('00,'11)(t)

covar('01,'11)(t)

Fig. 1 Expectation values and (co-)variances of the edge observables O00, O01 and O11 for the Voter Model with parameters as described
in (58).

the Combinatorial Conversion Theorem (which describes the
evolution of moments) or the Disassociator Dynamics Theo-
rem (which describes the evolution of disassociators of graph
motives) might prove advantageous in order to extract exact
information on the dynamics of the system. We illustrate in
this section a family of models members of which illustrate
these observations, and which demonstrate in addition the lim-
itations of our methods in the general case.

Definition 11. Let the rewriting type of the system be T =
DPO or T = SPOA. For a state space of directed graphs with
vertices of colors a,b , . . . 2 C , consider the color-diffusion
(preferential) attachment family of models constructed from
the following three types of contributions to the evolution op-
erator H = rT(h)+OT(h):

hCa
b

:=
a

b

(a 6= b ) OT

⇣
hCa

b

⌘
= rT

✓
b

b

◆
=: Ob

(66a)

h
Aab

g
:=

a

g

b

OT

✓
h

Aab
g

◆
= rT

✓
g

g

◆
= Og

(66b)

h
Pabg

de
:=

a

d

b

e

g

OT

✓
h

Aabg
de

◆
= rT

✓
d

d

e

e

◆
=: Ode .

(66c)

As illustrated by the respective rule diagrams, the contribu-
tions constructed from hCa

b
implement color change transi-

tions,
b * a

while h
Aab

g
codes for attachment transitions (with simultane-

ous color change of the base vertex) ,

g * a b ,

and h
Pabg

de
for preferential attachment transitions (with simul-

taneous color change of the base vertices),

d e * a b g

In order to analyze the stochastic dynamical properties of
this family of models, let us start from the sets {Oa}a2C

and {Oab }a,b2C of observables. The first step of the anal-
ysis consists in computing the commutation relations of the
various contributions to H with the observables. For any
graph observable OX = rT(oX ) and any contribution HY =
rT(hY )+OT(hY ), we have that

[OX ,HY ] = rT ([oX ,hY ]) = rT (oX ⇤T hY �hY ⇤T oX ) , (67)

because [OX ,OT(hY )] = 0 for all observables OX and OT(hY ).
Noticing for the systems at hand the outcomes of all com-
putation are entirely equivalent for both types T = DPO and
T = SPOA (since no vertex deletion operations are involved),
we will ease the notations by writing r ⌘ rT. Then the com-
mutation relations read as follows:

[Oa , Ĥ
Cb

g
] = (da,b �da,g)ĤCb

g
(68a)

[Oab , ĤCg
d
] = (da,g �da,d )r

✓
g

d

b

b

◆

+(db ,g �db ,d )r
✓

a

a

g

d

◆ (68b)

[Oa , Ĥ
Abg

d
] = (da,b +da,g �da,d )Ĥ

Abg
d

(68c)

[Oab , Ĥ
Agd

e
] = da,g db ,d Ĥ

Agd
e

+(db ,g �db ,e)r
✓

a

a

g

e

d
◆

+(da,g �da,e)r
✓

d g

e

b

b

◆
(68d)

[Oa , Ĥ
Pbgd

ez
] =
�
da,b +da,g +da,d

�da,e �da,z
�
Ĥ

Pbgd
ez

(68e)

12

The plots illustrate the following analytical result on the asymptotic limit tÑ8

of the exponential moment generating function:

lim
tÑ8

A
eλ E¨OE

E
ptq “

˜
κ0eλ00 `κ1eλ11

κ0`κ1

¸N01

eλ00N00`λ11N11 .
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(a) Time-evolution of the edge observable count probability distribution
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Figure 1 Exemplary time-evolution of a Voter Model with “edge-flipping” rules only, for Ÿ0 = 1
2 ,

Ÿ=
1
18 and an initial state |�(0)Í = |G0Í with (Nw, Nb, Nww, Nwb, Nbb) = (5, 25, 0, 50, 0).
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Taking advantage of discrete bisimulations: a cryptocurrency toy model r29s

rD≠≠≠Ô ‚= hD := , oD :=

(a) Ticket de-activation

rG≠≠≠Ô ‚= hG := , oG :=

(b) Ledger growth

rT≠≠≠Ô ‚=
hT :=

oT :=

(c) Ticket production

rP≠≠≠Ô ‚=
hP :=

oP :=

(d) Ticket pair production

rR≠≠≠Ô ‚=

hR :=

≠

oR :=

Q
a ≠

R
b ‡

Q
a

R
b

(e) Ticket rearrangement

Figure 4: Transitions, corresponding rule algebra elements and associated observable rule algebra ele-
ments for the crypto-currency toy model. For the transitions, orange highlights indicate the graphical
elements that are (e�ectively) preserved throughout the transition.
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Taking advantage of discrete bisimulations: a cryptocurrency toy model r29s

The model is bisimilar to the following discrete rewriting system:

the transitions of the graph rewriting system coincides with the evolution of the number
count observables for the following discrete rewriting system (where we have made the
isomorphism of observables clear by letting a “discrete species” XY carry the identifyer Y
of the associated graph observable OG):

X•1
rD≠≠Ô X 1 X•g

rG≠Ô X g

X•1
rG≠Ô X•1 +X X•g

rG≠Ô X•g +X

X•1
rT≠Ô 2X•1 +Xt + 2X X•g

rT≠Ô X•g +X•1 +Xt + 2X

X•1
rP≠Ô X•1 + 2X•g +Xt + 2X X•g

rP≠Ô 3X•g +X•1 +Xt + 2X

X•1 +X•g
rR≠Ô 2X•g .

(50)

In this highly non-trivial example of a discrete moment bisimulation, one may observe
a couple of interesting structures in the associated discrete rewriting system. At first
glance, one might in hindsight almost have anticipated some of the discrete transitions
listed in (50), since they in a certain sense amount to the causally consistent modifications
of the observable counts due to the transitions of the original graph rewriting system. But
what is fascinating is that the our theorem ensures that this set of discrete transitions is in
fact complete, in the sense that there are no other possibilities for changes of graph observ-
ables influencing each other during transitions (at least not until considering a larger set of
observables in the original system). One might thus envision that there exists an intimate
link between discrete moment bisimulations and causal analysis of stochastic rewriting sys-
tems, which we plan to investigate further in future work.

Back to the system in hand, one may finally take full advantage of the discrete moment
bisimulation and extract dynamical statistical information on graph observables of our
model via simulation of the associated discrete rewriting system. The standard approach
for the simulation of discrete rewriting system is using Gillespie’s stochastic simulation
algorithm (SSA) [21]. We chose to apply the algorithm via using the KaSim simulation
suite6. Referring to Appendix D for the concrete implementation of our model (with an
example for a choice of reaction rates given), one may produce system trajectories such
as the one displayed in Figure 2. Since the main focus of this paper is not the study of
concrete models, but a proof of concept of the analysis techniques available via the rule
algebra framework, suffice it here to conclude that further work with the simulation engine
would make accessible to extract statsitical information such as means of observable counts
etc. in the exact same fashion as familiar from the numerical study of chemcial reaction
networks.

8 Conclusion and outlook
The framework presented in this paper firmly establishes the theory of stochastic graph
rewriting systems (SGRS) as a natural subdiscipline of the study of continuous-time

6Kappa Language: A rule-based language for modeling interaction networks

18

• Xt , X˝ Ø observables counting transaction nodes resp. ledger notes

• X‚1 , X‚g Ø observables counting transaction nodes with exactly 1
resp. more than 1 active tickets attached (with X�1 and X�g the versions for inactive tickets)

[29] Nicolas Behr, Vincent Danos, and Ilias Garnier. “Combinatorial Conversion and Moment Bisimulation for Stochastic Rewriting Systems”. In: arXiv preprint 1904.07313 (2019)
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Alternative to exact solutions: numerical simulations r30s

[29] The Kappa language and KaSim simulation engine, https://kappalanguage.org

https://kappalanguage.org


Taking advantage of discrete bisimulations: a cryptocurrency toy model r30s

0 50 100 150 200 250
100

102

104

time

ledger nodes ˝
transaction nodes ‚

active tickets at degree 1 transaction nodes

active tickets at degreeą 1 transaction nodes

inactive tickets at degree 1 transaction nodes

inactive tickets at degreeą 1 transaction nodes

• While not analytically solvable, the discrete system may be studied by numerical simulation algorithms
such as Gillespie’s SSA algorithm.

• In comparison, a direct numerical simulation of this rewriting system is prohibitively complex!

• Application: one may use the results of the discrete model’s simulation in order to study the dynamical

properties of the system with respect to its parameters, and e.g. use these results to pick a particular

candidate model for concrete practical applications.

[30] Nicolas Behr, Vincent Danos, and Ilias Garnier. “Combinatorial Conversion and Moment Bisimulation for Stochastic Rewriting Systems”. In: arXiv preprint 1904.07313 (2019)
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Appendix: Chemical reaction systems
as discrete rewriting systems



The Heisenberg-Weyl algebra as the DPO discrete graph rewriting rule algebra

A first consistency check and interesting special (and arguably simplest) case of rule algebras:

The Heisenberg-Weyl algebra

Let R0 denote the rule algebra of DPO type rewriting for discrete graphs. Then the subalgebra H of

R0 is defined as the algebra whose elementary generators are

x: :“ p‚
∅
ð∅q , x :“ p∅ ∅

ð‚q ,

and whose elements are (finite) linear combinations of words in x: and x (with concatenation given by the

rule algebra multiplication ˚R0 ) and of the unit element R∅ “ p∅
∅
ð∅q. The canonical representation

of H is the restriction of the canonical representation of R0 to H .
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The Heisenberg-Weyl algebra as the DPO discrete graph rewriting rule algebra

• famous property of the Heisenberg-Weyl algebra: with a: :“ ρpx:q, a :“ ρpxq, 1 :“ ρpR∅q,

ra,a:s :“ aa:´a:a“ 1

• realization/interpretation via the DPO rule algebra R0: consider the following three DPO-type compo-
sitions

∅

‚ ‚ ‚ ‚ ‚ ‚

∅ ∅ ‚ ∅ ‚ ∅ ∅

x

x

x x x x
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The Heisenberg-Weyl algebra as the DPO discrete graph rewriting rule algebra

• it is straightforward to verify that

x: ˚R0 . . .˚R0 x:
m times

“ p‚Z m ∅
ðù∅q , x˚R0 . . .˚R0 x

n times
“ p∅ ∅

ðù ‚Z nq

• analogously, we find the following:
˜

x˚R0 . . .˚R0 x
m times

¸
˚R0

˜
x: ˚R0 . . .˚R0 x:

n times

¸
“ p∅ ∅

ðù ‚Z mq ˚R0 p‚
Z n ∅
ðù∅q

” δ pAmq ˚R0 δ pBnq

“
ÿ

mPAm,Bn

δ
´
p∅ ∅
àÝ ‚Z mq

m
đ p‚Z n ∅

àÝ∅q
¯

“

minpm,nqÿ

k“0

ˆ
1
k!

m!
pm´ kq!

n!
pn´ kq!

˙

# of ways to pick k vertices from m and from n vertices disregarding order

¨

´
‚Z n´k ∅

ðù ‚Z m´k
¯
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Elementary nonary reactions – plots r30s

a) birth reaction 0A
b=50����* 1A

0 50 100 150 200

0

0.02

0.04

0.06

0.08

0.1

0.12

t = 0.25

t = 0.5

t = 0.75

t = 1.0

t = 1.25

N

pr
ob

ab
ili

ty

b) pair creation reaction 0A
g=25���* 2A
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c) decay reaction 1A t=4���* 0A
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d) autocatalysis reaction 1A
a=

1
2���* 2A
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e) pair annihilation reaction 2A
k=

1
40����* 0A
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f) catalytic decay reaction 2A
l=

1
10����* 1A
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Fig. 2 Discrete probability distributions for initial state |Y(0)i = |100i and for individual elementary reactions.
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Elementary unary reactions – plots r30s

a) birth reaction 0A
b=50����* 1A
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Fig. 2 Discrete probability distributions for initial state |Y(0)i = |100i and for individual elementary reactions.
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A hint of compositionality r30s

a) 1A
a=1/3����* 2A, 0A

g=1/3����* 2A, 1A
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c) 0A
b=1/5����* 1A, 0A
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e) 0A 0.4��* 1A, 0A 0.2��* 2A, 1A 0.3��* 0A, 1A 0.1��* 2A
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Fig. 3 First three cumulants ci(t) and discrete probability distributions for initial state |Y(0)i = |100i and systems of
non-binary elementary reactions.
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Fig. 3 First three cumulants ci(t) and discrete probability distributions for initial state |Y(0)i = |100i and systems of
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A hint of compositionality r30s

Example: ternary parameter dependence plot for a reaction system composed of birth, pair creation and

decay reactions, for initial state |Ψp0qy “ |100y

a) Mean number of particles at time t = 1 b) Variance of number of particles at time t = 1

c) Mean number of particles at time t = 4 d) Variance of number of particles at time t = 4

e) Mean number of particles at time t = 16 f) Variance of number of particles at time t = 16

Fig. 4 Ternary parameter dependence plot for a reaction system composed of birth, pair creation and decay
reactions, for initial state |Y(0)i = |100i.
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Binary reactions and Sobolev-Jacobi orthogonal polynomials

• The precise technical details are somewhat intricate, see the our paper!

• The basic Ansatz is the one of McQuarrie r31s, BUT the original Ansatz had a mathematical error. . .

• Problem: McQuarrie suggested to use the Jacobi polynomials as eigenfunction basis of the infinitesimal

generator, yet for the range of parameters of interest, these are ill-posed.

• Our solution: the mathematical problem has been successfully treated in the 1990’s by Kwon & Little-

john r32s, who introduced so-called Sobolev-Jacobi polynomials.

• Aside: This is related normal-ordering, too! (But one of a new kind. . . )

[31] Donald A McQuarrie. “Kinetics of small systems. I”. In: The journal of chemical physics 38.2 (1963), pp. 433–436; Donald A McQuarrie, CJ Jachimowski, and ME Russell. “Kinetics of small systems.
II”. In: The Journal of Chemical Physics 40.10 (1964), pp. 2914–2921; Donald A McQuarrie. “Stochastic approach to chemical kinetics”. In: Journal of applied probability 4.3 (1967), pp. 413–478

[32] KH Kwon, LL Littlejohn, and BH Yoo. “Characterizations of orthogonal polynomials satisfying differential equations”. In: SIAM Journal on Mathematical Analysis 25.3 (1994), pp. 976–990; Kil H Kwon,
LL Littlejohn, and BH Yoo. “New characterizations of classical orthogonal polynomials”. In: Indagationes Mathematicae 7.2 (1996), pp. 199–213; Kil H Kwon and Lance L Littlejohn. “Classification
of classical orthogonal polynomials”. In: J. Korean Math. Soc 34.4 (1997), pp. 973–1008; Kil H Kwon and LL Littlejohn. “Sobolev orthogonal polynomials and second-order differential equations”. In:
The Rocky Mountain journal of mathematics (1998), pp. 547–594
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Elementary binary reactions – plots r32s

a) birth reaction 0A
b=50����* 1A
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b) pair creation reaction 0A
g=25���* 2A
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c) decay reaction 1A t=4���* 0A
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f) catalytic decay reaction 2A
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Fig. 2 Discrete probability distributions for initial state |Y(0)i = |100i and for individual elementary reactions.
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